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Abstract

Implied volatility from the Black and Scholes (Journal of Political Economy 81, 1973, p. 637) model has been empirically analyzed for the forecasting performance of future volatility and is well known to be biased. Based on the belief that implied volatility from option prices can best estimate future volatility, this study identifies the best way to derive implied volatility to overcome the forecast bias associated with the Black–Scholes model. For this, the following three models are considered: Heston’s model, which best addresses the problems associated with the Black–Scholes model for pricing and hedging options; Britten-Jones and Neuberger’s model-free implied volatility (MFIV), which eliminates the model-oriented bias; and VKO-SPI, the Korean version of the Chicago Board Options Exchange Market Volatility Index. This study conducts a comparative analysis of implied volatilities from the Black–Scholes model, Heston’s model, the MFIV, and VKOSPI for their abilities to forecast future volatility. The results of the empirical analysis of the KOSPI 200 options market indicate that Heston’s model can eliminate most of the bias associated with the Black–Scholes model, whereas the MFIV and VKOSPI do not show any improvement in terms of forecasting performance.
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1. Introduction

Under the stochastic volatility assumption, Hull and White (1987) suggest that the Black and Scholes (1973) model to derive implied volatility from option prices is the best model for estimating future volatility. Based on this theoretical background, a number of empirical studies have examined whether implied volatility can efficiently forecast future realized volatility. After analyzing cross-sectional data on stock options, Latane and Rendleman (1976) suggest that stocks with high implied volatility are likely to exhibit high ex-post realized volatility. Later studies employing time-series analysis offer contrasting findings on the forecasting performance of implied volatility. Day and Lewis (1992), Lamoureux and Lastrapes (1993), Jorion (1995), and Fleming (1998) suggest that Black–Scholes implied volatility is a biased estimator of future realized volatility.

This raises the question of whether using the Black–Scholes model to derive implied volatility from option prices is the best option even when an option price is believed to reflect the market expectation of future volatility. As is inferred from the famous “volatility smile,” the Black–Scholes model does not correctly explain the options market. To overcome this empirical deficiency, previous studies have developed a number of models that make various assumptions about the Black–Scholes model, including assumptions about stochastic volatility, stochastic interest rates, and jumps. Bakshi et al. (1997, 2000) show that the stochastic volatility model can best address the problems associated with the Black–Scholes model. Thus, the present study uses a stochastic volatility model to assess the ability of the implied volatility to forecast future volatility. Among various stochastic models, this study uses Heston’s (1993) model, not only because it follows the continuous time stochastic volatility model that Kim and Kim (2005) demonstrate to be the best in terms of pricing and hedging efficiency but also because it takes into account the correlation between the volatility of and return on the underlying asset and provides closed-form solutions.

This study fills the gap in previous research by conducting an empirical analysis of the ability of the implied volatility from option prices to forecast future volatility. Poteshman (2000) was the first to demonstrate the ability of the implied volatility to forecast future volatility. Poteshman (2000) used a stochastic volatility model to evaluate the ability of the implied volatility to forecast 1-month-ahead future volatility and employed time-series data on the underlying asset to estimate some of the unobservable parameters of Heston’s model by assuming that these structural parameters were constant throughout the sample period. By contrast, our method considers all the estimated parameters to be time-varying variables whose values are determined by option prices on the observation date. According to Bates (1991), time-varying parameters are more valuable than constant parameters not only because time-varying parameters can reflect the market sentiment when they are estimated but also because they can offer the future specification of complex dynamic models.
In addition to Black and Scholes (1973) and Heston (1993) implied volatility, this study considers the model-free implied volatility (MFIV) and VKOSPI as comparative implied volatility measures for assessing the ability of the implied volatility to forecast future volatility. Since Britten-Jones and Neuberger (2000) derived the MFIV, a number of studies have evaluated its ability to forecast future volatility. In particular, Jiang and Tian (2005) demonstrate the superiority of the MFIV over Black–Scholes implied volatility in forecasting performance and conclude that the MFIV performs better than Black–Scholes implied volatility because it eliminates model misspecification. In this regard, the MFIV may be the best estimator of future volatility even if it leads to another bias when implemented. In contrast, introduced in 1993, the Chicago Board Options Exchange Market Volatility Index (VIX) is a well-known measure of risk in stock index options markets. VIX is considered a special case of the model-free approach, and its ability to forecast future realized volatility has attracted considerable interest. In addition, some studies, such as Corrado and Miller (2005), Fleming et al. (1995) and Eom et al. (2008) suggest the superiority of VIX over historical volatility in forecasting future realized volatility. In this study, we investigate KOSPI 200 options data, and compare VKOSPI, the Korean version of VIX, with other implied volatilities.

Finally, the present study investigates the KOSPI 200 options market to examine the ability of the implied volatility to forecast future volatility. Many studies have examined the forecasting performances of future volatility on the KOSPI 200 options market. Chang (2001) reports that the exponentially weighted moving average or generalized autoregressive conditional heteroskedasticity (GARCH) method forecasts future volatility better than implied volatility. Kim and Park (2006) compare the forecasting performances of some implied volatilities on future realized volatility and show that VKOSPI performs the best among them. Eom et al. (2008) estimate a realized volatility through intraday data and show that VKOSPI is an unbiased estimator of future realized volatility. The KOSPI 200 options market, the largest stock index options market in the world, provides a unique opportunity for empirical research because of its huge liquidity. As Figlewski (1997) implies, it is important to choose an options market that is liquid because mispriced options in an illiquid market may lead to forecast bias for implied volatility measures of future realized volatility. According to the Futures Industry Association, KOSPI 200 options contracts have accounted for more than 20% of the world’s trading volume since 2000. Therefore, it is unlikely that the noise from the options market distorted the present study’s findings on the ability of the implied volatility to forecast future volatility because we used data on the KOSPI 200 options market for the period from January 2000 to June 2007.

According to the results, Heston’s (1993) implied volatility dominated other implied volatility measures as well as historical volatility in forecasting future volatility. It even eliminated most of the bias associated with Black–Scholes implied volatility. The MFIV and the VKOSPI did not perform better than Black–Scholes implied volatility.
The rest of this paper is organized as follows. Section 2 presents the models and the derivation of Heston’s model, the MFIV, and the VKOSPI, followed by the estimation of realized volatility. Section 3 discusses the KOSPI 200 options market and the data and presents a basic statistical analysis of realized volatility, historical volatility, Black–Scholes implied volatility, Heston’s (1993) implied volatility, the MFIV, and VKOSPI on a monthly basis for the final analysis. Section 4 illustrates the relationship between realized volatility and implied volatility. It discusses an econometric analysis model for determining the ability of the implied volatility to forecast future volatility and presents the forecasting results for future realized volatility. Section 5 concludes by summarizing the results and suggesting some interesting avenues for future research.

2. Volatility Model

2.1. Stochastic Volatility Model

Stochastic volatility models are largely divided into two types: continuous time stochastic models and discrete time stochastic models. Hull and White (1987), Johnson and Shanno (1987), Scott (1987), Wiggins (1987), Melino and Turnbull (1990), Stein and Stein (1991), and Heston (1993) belong to the former, whereas Duan (1995) and Heston and Nandi (2000) belong to the latter. Among several stochastic volatility models, this study uses Heston’s model for the following reasons. First, it is a continuous time stochastic model, and continuous time stochastic models are known to perform better than discrete time stochastic models (Bakshi et al., 1997, 2000; Kim and Kim, 2005). Second, Heston’s (1993) model can provide closed-form solutions and take into account the correlation between the volatility of and return on the underlying asset. The stochastic process of stock prices and their volatility in Heston’s model is as follows:

\[
\begin{align*}
\text{d}S &= \mu S \text{d}t + \sqrt{\nu_t} S \text{d}W_S, \\
\text{d}v_t &= \kappa (\theta - v_t) \text{d}t + \sigma \sqrt{v_t} \text{d}W_v,
\end{align*}
\]

where \( S \) is the stock price; \( \mu \) is the return on the stock; \( W \) is the Wiener process; \( W_S \) and \( W_v \) have a correlation of \( \rho \); \( v_t \) is an instantaneous variance at time \( t \); \( \kappa \) is the speed parameter reverting to the long-term average, \( \theta \); and \( \sigma \) is the volatility of the variance. Using the Fourier transform under the assumption of the stochastic process described above, the option pricing model can be expressed as:

---

1Previous empirical studies reveal a negative correlation between the volatility of and the return on the underlying asset, a risk-neutral distribution with negative skewness, and a low strike price with high volatility (referred to as the “volatility sneer”). This is consistent with the leverage effect (Black, 1976; Christie, 1982). This negative correlation may exist because falling stock prices can bring about a higher debt/equity ratio, which, in turn, can have a leverage effect on the firm, making the volatility of earnings per share higher and eventually amplifying stock price volatility.
C = SP_1 - Ke^{-rt}P_2, \quad (3)

P_j = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left[ \frac{e^{-i\phi \ln |K|}f_j(x, \nu, \tau; \phi)}{i\phi} \right] d\phi \quad (j = 1, 2), \quad (4)

where C is the call option; K is the exercise price of the call option; r is the risk-free interest rate; \tau is time to maturity; \text{Re}[\cdot] is the real number part of a complex number; i is an imaginary number, \sqrt{-1}; f_j(x, \nu, \tau; \phi) = \exp(A(\tau; \phi) + B(\tau; \phi)\nu + i\phi x)x = \ln(S); and A(\cdot) and B(\cdot) are functions of \theta, \kappa, \rho, and \sigma.

Various methods can be used to estimate the parameters of Heston’s (1993) model. First, the parameters can be estimated from the historical return on underlying assets using maximum likelihood estimation or efficient method of moments. Second, the parameters can be estimated by minimizing the sum of squared percentage errors of the difference between the model price and the actual market price. This method is suggested by Bakshi et al. (1997, 2000) and Bates (1991, 2000). Third, the parameters can be estimated using both the time-series data for the underlying asset and the cross-sectional data for the option prices, as suggested by Pan (2002). Previous studies considering the forecasting performance of the implied volatility of the Black and Scholes (1973) model have used the second method, the nonlinear least squares procedure. Therefore, we use the second method, which is presented in equation (5), for comparison with the results of previous research:

\min_{\sigma, \theta, \kappa, \rho, \nu} \sum_{i=1}^N \left[ \frac{O_i^*(t, \tau; K) - O_i(t, \tau; K)}{O_i(t, \tau; K)} \right]^2 \quad (t = 1, \ldots, T), \quad (5)

where O_i^*(t, \tau; K) is the model price of option i at time t; O_i(t, \tau; K) is the market price of option i at time t; N is the number of options at time t; and T is the number of days in the sample.

The minimization method of the sum of squared errors between the model and market prices is sometimes used to estimate the parameters using option prices instead of equation (5). This method gives more weight on relatively expensive at-the-money (ATM) or near-the-money options, as a result, makes the worse fit for out-of-the-money (OTM) options. As Lee and Kwon (2001) show, OTM options are more predictive of future realized volatility than ATM options because they are more liquid. Equation (5), which minimizes the sum of squared percentage errors between the model and the market prices, is superior in that it places more weight on relatively cheap OTM options, which are more actively transacted by investors.

2.2. Model-free Implied Volatility

Britten-Jones and Neuberger (2000) show that the variance in asset returns between two finite dates in a risk-neutral world can be described as follows:

\[ E_0^Q \left[ \int_{\tau_1}^{\tau_2} \left( \frac{dS_t}{S_t} \right)^2 \right] = 2 \int_0^\infty \frac{C(\tau_2, K) - C(\tau_1, K)}{K^2} dK, \quad (6) \]
where $E^O$ indicates the expectation in a risk-neutral world; $S_t$ denotes the stock price at time $t$; and $C(\tau, K)$ is the price of the call option whose time to maturity and exercise price are $\tau$ and $K$, respectively. We adopted MFIV to compare our results with those of Jiang and Tian (2005) to demonstrate the superiority of the MFIV over Black–Scholes implied volatility in forecasting performance.

Because equation (6) does not assume any stochastic process of the underlying asset, it is referred to as the model-free implied volatility. Some modifications are required to implement the MFIV. First, equation (6) does not consider the interim cash flow that the underlying asset yields. Second, it is assumed that the interest rate is zero. Third, because the forecast period for volatility starts from each observation date in this study, $\tau_1$ has to be set at zero. Finally, strike prices in a real options market exist finitely. As a result, a discrete version is required for an empirical analysis. The following equation reflects these modifications:

$$
E^O_0 \left[ \sum_{i=0}^{n-1} \left( \frac{S_{i+1} - S_i}{S_i} \right)^2 \right] = \left( u - \frac{1}{u} \right) \sum_{j=-m}^{m} \frac{C(\tau, K_je^{\tau}) - \text{Max}[S_0 - K_j, 0]}{K_j},
$$

where $t_i = ih$, for $i = 0, 1, 2, \ldots, n$; $h = \tau/n$; $K_j = S_0u_j^i$, for $j = 0, \pm 1, \pm 2, \ldots, \pm m$; $u = (1 + k)^{1/m}$; $S_0$ is the current stock price; $r$ is the risk-free rate; $n$ and $m$ are positive integers; and $k$ is a constant that is greater than zero.

To implement the MFIV, we require the prices of $2m + 1$ call options. Because it is not realistic that call options corresponding to $2m + 1$ exercise prices are traded at the same time, artificial prices are needed. We apply the curve-fitting method to obtain artificial prices from real prices. Following Bates (1991), Campa et al. (1998), and Jiang and Tian (2005), this study uses the cubic spline for the curve fitting. Because of the strong nonlinear relationship between option prices and exercise prices, this study applies the curve-fitting method to implied volatility, not to option prices, which is consistent with Shimko (1993), Ait-Sahalia and Lo (1998), and Jiang and Tian (2005), among others. If either $k$ or $m$ is too small, then the approximation error can be significant. This study sets $k$ and $m$ as 0.2 and 20, respectively, because Jiang and Tian (2005) show that the approximation error is too small to determine when $k$ and $m$ are equal to or greater than 0.2 and 20, respectively.

### 2.3. VKOSPI

VKOSPI is a volatility index indicating the expected volatility of the underlying asset from KOSPI 200 index options. The deriving method of VKOSPI is the same as that of VIX, the volatility index on S&P 500 index options. Since April 2009 when VKOSPI was first disclosed, VKOSPI has been widely used by investors as a barometer of market volatility sentiments.

---

2Instead of obtaining VKOSPI from the Korea Exchange, we generate VKOSPI because time-series analysis starts on a date when VKOSPI is not released.
VKOSPI, which indicates the expected risk-neutral value of realized volatility in the discrete version, can be derived as follows. First, we set the forward index level, which is used to calculate VKOSPI:

\[ F = K_{\text{ATM}} + e^{r \tau} \cdot (C_{\text{ATM}} - P_{\text{ATM}}), \]

where \( K_{\text{ATM}} \) is the exercise price at which the difference between the call option price and the put option price is the smallest; \( C_{\text{ATM}} \) and \( P_{\text{ATM}} \) are the call and put option prices, respectively, and correspond to \( K_{\text{ATM}} \); \( r \) is the risk-free rate; and \( \tau \) is the amount of time left to expiration of the option in years.

Second, the strike price just below the forward index level is defined as the strike price \( (K_0) \) of the ATM option and is used to calculate VKOSPI. When calculating VKOSPI, all available OTM calls and puts are used because OTM options take up most of the trading volume and become in the money (ITM) options as option prices increase. The option price at \( K_0 \) is the average price of calls and puts. Calls are selected at a price higher than \( K_0 \), and puts are selected at a price lower than \( K_0 \). Finally, VKOSPI is calculated using the following equation:

\[
VKOSPI = \sqrt{\frac{2}{\tau} \sum_{i=1}^{m} \frac{\Delta K_i}{K_i^2} e^{r \tau} Q(K_i) - \frac{1}{\tau} \left[ \frac{F}{K_0} - 1 \right]^2}, \tag{9}
\]

where \( F \) is the forward index level; \( K_i \) is the \( i \)th exercise price of an OTM option that is a call option if \( K_i \) is greater than \( F \) and a put option when \( K_i \) is less than \( F \); \( m \) is the number of exercise prices; \( \Delta K_i \) is \((K_{i+1} - K_{i-1})/2\) if \( i \) is between 2 and \( m - 1 \); \( \Delta K_i \) is \((K_2 - K_1)\) if \( i \) is 1; \( \Delta K_i \) is \((K_m - K_{m-1})\) if \( i \) is \( m \); \( K_0 \) is the highest exercise price below \( F \); \( r \) is the risk-free rate; \( \tau \) is the time left to the expiration of the option; and \( Q(K_i) \) is the transacted option price with the exercise price, \( K_i \).

Because VKOSPI is the 30-day volatility, the interpolation of the volatility of the nearest contract whose maturity is less than 30 days and the volatility of the second nearest contract whose maturity is more than 30 days is typically applied when the time to maturity for the option is not exactly 30 days. However, this interpolation is not necessary in this study because we examine only those options whose time to maturity is 30 days, which is consistent with the maturity targeted by VKOSPI.

2.4. Realized Volatility

In the case of the existing method for estimating volatility through the use of daily prices, the volatility estimation can be distorted because not all price changes are reflected during a certain timeframe. For example, the real volatility can be underestimated in the case in which the intra-day price fluctuation is great or the difference among closing prices is not extreme. By using high-frequency data, we can reduce the estimation error when estimating volatility. Poteshman (2000) shows that by using high-frequency data (e.g. 5-min intervals) instead of existing daily data, approximately half the forecast bias can be eliminated in estimating realized
volatility. This is supported by Andersen et al. (2003) and Pong et al. (2003), who suggest that high-frequency volatility shows better forecasting performance than low-frequency volatility not only in the short term but also in the long term because it reflects more data. Andersen et al. (2002, 2001) demonstrate that as the sampling frequency of the underlying returns approaches infinity, volatility estimates are theoretically free from measurement error. Some studies that examine the KOSPI 200 market, such as Lee et al. (2005) and Yoo and Koh (2009), also affirm the superiority of using high-frequency return data in estimating the realized volatility. Based on the above arguments, this study estimates both realized volatility and historical volatility using 5-min interval data (which contain more information than daily data) to estimate future realized volatility. The volatility estimation is as follows:

\[ \text{Vol} = \sqrt{\frac{1}{\Delta L - 1} \sum_{i=1}^{L-1} \left[ \ln \left( \frac{S_{i+1}}{S_i} \right) \right]^2} \]  

(10)

where \( \Delta \) is the time interval between \( i \) and \( i + 1 \) measured in years; \( L \) is the number of stock price observations; and \( S_i \) is the stock price at time \( i \).

3. Data

We considered the KOSPI 200 options market to analyze the forecasting performance of various implied volatility measures for future volatility. The KOSPI 200 options market is appropriate for this analysis because it is the largest equity options market in the world in terms of trading volume. Thus, it allows for the efficient determination of option prices. The maturity date for KOSPI 200 options is the second Thursday of the options contract month, and options contract months are consecutive 3 months and 1 more month from March, June, September, and December. There are at least five exercise prices for each options contract month, which can increase as option prices fluctuate. KOSPI 200 options contracts are fully automated and are European options; that is, they can be exercised only at maturity. Because the liquidity of options is concentrated in the nearest contract and because VKOSPI, one of this study’s volatility measures, indicates the volatility of 30 days, we selected those options whose time to maturity was 30 days.

We used OTM calls and puts to calculate Black–Scholes implied volatility, Heston’s (1993) implied volatility, the MFIV, and the VKOSPI. We excluded ITM options because of their very low trading volume. Thus, the reliability of transacted ITM options was not fully guaranteed. The data covered the period from 10 January 2000 to 11 June 2007, and we obtained the minute-by-minute transaction prices of KOSPI 200 options from the Korea Stock Exchange. Because there is no widely used benchmark 30-day rate in Korea, we used the 91-day certificate of deposit rate, which is the representative short-term rate in Korea, for the risk-free rate. To filter data, which is necessary for an empirical analysis, we applied the following
principles. The last price of each options contract before 14.50 hours\textsuperscript{3} on each trading day was used for the empirical analysis. We included only the last transacted option in the sample if the same option was traded several times during any time period. To mitigate the price discreteness effect in the option valuation, we excluded those options whose prices were lower than 0.02. Finally, the prices that did not meet the arbitrage restriction were excluded.

Poteshman (2000) compared the estimation result from daily prices with that from 5-min interval prices in estimating realized volatility. He found a reduction in the estimation error and suggested that the forecasting performance of implied volatility improves when realized volatility is estimated using high-frequency (e.g. 5-min interval) data. Thus, we estimated both realized volatility and historical volatility using 5-min data on the KOSPI 200 index, which were obtained from the Korea Stock Exchange. Because we estimated historical volatility using historical data that preceded the date for which the implied volatility was calculated and because we estimated realized volatility using ex-post data that followed the date for which the implied volatility was calculated, the data period for the KOSPI 200 index (10 January 1999 to 12 July 2007) was longer than that for KOSPI 200 options.

Table 1 shows the descriptive statistics for monthly realized volatility, historical volatility, Black–Scholes implied volatility, Heston’s (1993) implied volatility, MFIV, and VKOSPI. In addition, a correlation matrix of these volatilities is shown in Table 2. Realized volatilities are estimated by five minutes interval KOSPI 200 index data. We estimated 30-day historical volatility using 5-min interval KOSPI 200 index data, including option prices between 14.50 hours on the observed date and 14.50 hours 30 days previously. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. We estimated implied volatility using prices of options with 30 days left to the maturity date, which met the filtering principles. We estimated monthly data for the period from January 2000 to June 2007 for realized volatility, historical volatility, Black–Scholes implied volatility, Heston’s (1993) implied volatility, the MFIV, and VKOSPI.

We considered monthly data because this sampling procedure results in no overlap at all in the data. Thus, there is no need to account for an overlapping data problem when making statistical inferences. Most previous studies use daily data and options with horizons of 1–3 months. As a result, there is overlap in the error term, which biases downward the usual OLS standard errors. Beginning with Canina and Figlewski (1993), researchers have typically used variants of the Hansen (1982) generalized method of moments (GMM) method to correct the standard

\textsuperscript{3}There are simultaneous bids and offers from 14.50 hours in the Korean stock market. Therefore, it is appropriate to use both KOSPI 200 index data and KOSPI 200 options data before 14.50 hours.
errors. Simulations in Canina and Figlewski (1993) and Jorion (1995) indicate that in the absence of error in the variables, the GMM corrections make it unlikely that the literature’s conclusion that option based forecasts of future volatility are biased is caused by the faulty calculation of standard errors.

The average value of realized volatility or historical volatility derived from actual KOSPI 200 index data ranged from 0.2667 to 0.2983. Among implied volatility measures using option prices, the average values of Black–Scholes implied volatility and Heston’s (1993) implied volatility were within the range of average values for realized volatility or historical volatility. In contrast, the average values of the MFIV and VKOSPI were 0.2984 and 0.3123, respectively, which were above the upper range. However, in terms of maximum/minimum values, all implied volatility values estimated using option prices were within the values of the realized volatility derived

Table 1 Descriptive statistics

Descriptive statistics for 90 monthly estimates of realized volatility (RV), 30-day historical volatility (30D HV), 60-day historical volatility (60D HV), 90-day historical volatility (90D HV), 180-day historical volatility (180D HV), 365-day historical volatility (365D HV), Black–Scholes implied volatility (BSV), Heston’s (1993) implied volatility (SV), the MFIV (MFV), and the VKOSPI for KOSPI 200 options for the period from 10 January 2000 to 11 June 2007, are presented. We selected options with 30 days to maturity to calculate Black–Scholes implied volatility, Heston’s (1993) implied volatility, the MFIV, and the VKOSPI. We followed four principles to filter the data for the empirical analysis. First, we selected the latest transacted options data before 14.50 hours for each day during the sample period. Second, if there is more than one transaction data for each day, only one data is used. Third, we excluded those options whose price was below 0.02. Fourth, we excluded those options that did not meet the arbitrage restriction. We estimated realized volatility by using 5-min interval KOSPI 200 index data. We estimated 30-day historical volatility using 5-min interval KOSPI 200 index data including option prices between 14.50 hours on the observed date and 14.50 hours 30 days ago. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. The number of observations, mean, median, maximum, minimum, standard deviations, augmented Dickey–Fuller (ADF) test statistics for the 90 monthly estimates of realized volatility (RV), 30-day historical volatility (30D HV), 60-day historical volatility (60D HV), 90-day historical volatility (90D HV), 180-day historical volatility (180D HV), 365-day historical volatility (365D HV), Black–Scholes implied volatility (BSV), Heston’s (1993) implied volatility (SV), the MFIV (MFV), and VKOSPI are presented.

<table>
<thead>
<tr>
<th>Volatility</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Standard deviation</th>
<th>ADF</th>
</tr>
</thead>
<tbody>
<tr>
<td>RV</td>
<td>90</td>
<td>0.2763</td>
<td>0.2499</td>
<td>0.6284</td>
<td>0.1109</td>
<td>0.1141</td>
<td>-5.2373</td>
</tr>
<tr>
<td>30D HV</td>
<td>90</td>
<td>0.2667</td>
<td>0.2457</td>
<td>0.5668</td>
<td>0.1015</td>
<td>0.1105</td>
<td>-4.9866</td>
</tr>
<tr>
<td>60D HV</td>
<td>90</td>
<td>0.2768</td>
<td>0.2525</td>
<td>0.5784</td>
<td>0.1139</td>
<td>0.1075</td>
<td>-4.2973</td>
</tr>
<tr>
<td>90D HV</td>
<td>90</td>
<td>0.2826</td>
<td>0.2640</td>
<td>0.5428</td>
<td>0.1211</td>
<td>0.1059</td>
<td>-4.8166</td>
</tr>
<tr>
<td>180D HV</td>
<td>90</td>
<td>0.2885</td>
<td>0.3006</td>
<td>0.4863</td>
<td>0.1336</td>
<td>0.1001</td>
<td>-3.5697</td>
</tr>
<tr>
<td>365D HV</td>
<td>90</td>
<td>0.2983</td>
<td>0.2889</td>
<td>0.4725</td>
<td>0.1647</td>
<td>0.0929</td>
<td>-3.1686</td>
</tr>
<tr>
<td>BSV</td>
<td>90</td>
<td>0.2943</td>
<td>0.2757</td>
<td>0.5601</td>
<td>0.1452</td>
<td>0.1022</td>
<td>-3.4830</td>
</tr>
<tr>
<td>SV</td>
<td>90</td>
<td>0.2794</td>
<td>0.2514</td>
<td>0.5585</td>
<td>0.1079</td>
<td>0.1022</td>
<td>-4.6021</td>
</tr>
<tr>
<td>MFV</td>
<td>90</td>
<td>0.2984</td>
<td>0.2873</td>
<td>0.5442</td>
<td>0.1440</td>
<td>0.0945</td>
<td>-3.6149</td>
</tr>
<tr>
<td>VKOSPI</td>
<td>90</td>
<td>0.3123</td>
<td>0.2861</td>
<td>0.5955</td>
<td>0.1585</td>
<td>0.1016</td>
<td>-3.7639</td>
</tr>
</tbody>
</table>
from the actual KOSPI 200 index. Because the KOSPI 200 options market is very liquid, price discrepancies tend to be very small and, thus, implied volatility from option prices tends to reflect actual volatility. Figure 1 shows the movements of all volatility measures considered in this study (realized volatility is indicated by the bold line). For simplicity, Figure 1 includes only 30-day historical volatility as the representative historical volatility. All volatility measures show similar movements, suggesting that realized volatility can be forecast using any volatility measure.

Table 1 shows the results of the unit root test (the right column). Except for 365-day historical volatility, all volatility measures were rejected at the 5% level of significance; 365-day volatility could not be rejected even at the 10% level.

4. Relationship between Implied and Realized Volatility

4.1. Econometric Analysis Model
Most of the previous studies verifying the effectiveness of the implied volatility of options in forecasting future volatility use the following two regression equations:

\[ \sigma_R(t) = \alpha + \beta \cdot \sigma_I(t) + \epsilon(t), \]  
\[ \sigma_R(t) = \alpha + \beta \cdot \sigma_I(t) + \gamma \cdot \sigma_H(t) + \epsilon(t), \]

where \( \sigma_R(t) \) is the annualized ex-post realized volatility of the underlying asset at time \( t \) for the period between time \( t \) and the option expiration date; \( \sigma_I(t) \) is
the annualized implied volatility derived from option prices at time \( t \); \( \sigma_H(t) \) is the annualized ex-post historical volatility of the underlying asset at time \( t \) for the period between past a certain point and time \( t \); and \( \epsilon(t) \) is the forecasting error that is uncorrelated with independent variables. Following previous studies, the present study uses these two equations.

If the value of \( \beta \) in equation (11) is significant and positive, then the implied volatility derived from option prices is a good indicator of future volatility. However, for implied volatility to be an unbiased estimator, the conditions \( \alpha = 0 \) and \( \beta = 1 \) have to hold simultaneously. Otherwise, the implied volatility may not contain sufficient information on future volatility.

Equation (12) tests the informational efficiency of the options market. If the value of \( \gamma \) is significantly different from zero, then implied volatility is an informationally inefficient estimator of future volatility. If implied volatility contains all information on past volatility, then it must be an unbiased estimator even with historical volatility. In other words, the conditions \( \alpha = 0, \beta = 1, \) and \( \gamma = 0 \) have to hold simultaneously. This means that option prices contain even the information contained in historical volatility.

4.2. Unbiasedness Tests
Table 3 shows the regression results, which indicate the forecasting performance of Black–Scholes implied volatility, Heston’s (1993) implied volatility, the MFIV, and the VKOSPI for KOSPI 200 options for the period from 10 January 2000 to 11 June 2007, are shown. On the x-axis, 1 indicates 10 January 2000, and 90, 11 June 2007.

Movements of 90 monthly time-series datasets for the estimated realized volatility (RV), 30-day historical volatility (30D HV), Black–Scholes implied volatility (BSV), Heston’s (1993) implied volatility (SV), the MFIV (MFV), and the VKOSPI for KOSPI 200 options for the period from 10 January 2000 to 11 June 2007, are shown. On the x-axis, 1 indicates 10 January 2000, and 90, 11 June 2007.
unbiased estimator of realized volatility, the conditions $a = 0$ and $b = 1$ must hold simultaneously. Day and Lewis (1992) analyze the relationship between implied volatility and realized volatility using daily data on S&P 100 index options for the 1980s and suggest that forecasting ex-post realized volatility through implied volatility is biased and inefficient. In particular, Canina and Figlewski (1993) conclude that there is no correlation between implied volatility and realized volatility. In contrast, Jorion (1995) examines FX forward options on the Chicago Board Options Exchange Market, which were expected to show no substantial measurement error because of very brisk trading and the simultaneous closing of the underlying asset and options, and suggest that implied volatility is a better tool than historical volatility or GARCH for forecasting future realized volatility but that it is biased. In addition, Fleming (1998) analyzes the S&P 100 index options market and concludes that implied volatility has meaningful information on realized volatility but is biased. The present study, which analyzes the forecasting performance of the implied volatility of KOSPI 200 options, is consistent with previous studies in that the results indicate that Black–Scholes implied volatility is informative but biased.

Heston’s (1993) implied volatility is superior to Black–Scholes implied volatility in forecasting future realized volatility. In addition, according to the $F$-statistics, the joint hypothesis that $a = 0$ and $b = 1$ was not rejected, indicating that Heston’s (1993) implied volatility is an unbiased estimator of future realized volatility. This
result is consistent with the findings of Poteshman (2000), who suggest that Heston’s (1993) implied volatility is better than Black–Scholes implied volatility at forecasting realized volatility. However, because our parameter estimation method for Heston’s (1993) model is different from that of Poteshman (2000), the same result as Poteshman (2000) is not guaranteed. In addition to the fact that our parameter estimation method for Heston’s model, which uses only option prices, is the same as that in Bakshi et al. (1997, 2000), it is also consistent with the intention of the present study to observe the bias of the model, which implied volatility is based on under the assumption that option prices are correct.

According to the $F$-statistics, the MFIV was the best estimator after Heston’s (1993) implied volatility. That is, the $t$-statistic of MFIV on $\beta$ is the second lowest. This means that MFIV is more informative about future volatility than Black–Scholes implied volatility or VKOSPI. However, as shown in Table 3, the MFIV is slightly better than or almost equal to Black–Scholes implied volatility in terms of its ability to forecast realized volatility, which is inconsistent with the findings of Jiang and Tian (2005), who suggest that the MFIV subsumes all information contained in Black–Scholes implied volatility.

We checked the ability of VKOSPI, a popular volatility index, to forecast future realized volatility. VKOSPI takes a non-parametric approach to derive the volatility from options. The results in Table 3 indicate that VKOSPI was as biased as Black–Scholes implied volatility in forecasting future volatility. Even if VKOSPI is less biased than Black–Scholes implied volatility in that both $t$-statistics of $\alpha = 0$ and $\beta = 1$, respectively, from VKOSPI are lower than those from Black–Scholes implied volatility, the $R^2$ result of Black–Scholes implied volatility is superior to that of VKOSPI. As shown in Table 3, Heston’s (1993) implied volatility was the best in forecasting realized volatility.

Table 4 shows the regression results for the forecasting performance of historical volatility for future realized volatility. Among several time periods for estimating historical volatility, the 180-day period was the best for forecasting future volatility, suggesting that information contained in previous 6-month data is meaningful for forecasting future volatility. In particular, when we applied the historical volatility estimated using previous 6-month data, the forecasting performance of historical volatility was comparable to that of Black–Scholes implied volatility, the MFIV, and the VKOSPI. These results, which are inconsistent with the findings of previous studies suggesting the superiority of Black–Scholes implied volatility, the MFIV, and the VKOSPI over historical volatility in forecasting future volatility, may be attributed to our measurement of historical volatility using high-frequency data. However, our results do not contradict the findings of previous studies considering other markets because this study’s results (Tables 5–8) suggest that implied volatility plays a more important role than historical volatility in forecasting future volatility when implied volatility and historical volatility are used simultaneously as independent variables.
4.3. Informational Efficiency Tests

Equation (12) is applied to test the informational efficiency of an implied volatility on a realized volatility. Because there are two independent variables in equation (12), the multicollinearity between two variables has to be investigated in advance. The variance inflation factor (VIF), which is presented in equation (13), is

### Table 4 Forecasting regression with historical volatility

The regression results for realized volatility when 30-day (30D HV), 60-day (60D HV), 90-day (90D HV), 180-day (180D HV), and 365-day (365D HV) historical volatility measures were each used as an independent variable are presented: \( r_R(t) = x + \beta \cdot r_H(t) + \epsilon(t) \), where \( r_R(t) \) and \( r_H(t) \) are realized volatility and historical volatility, respectively, at time \( t \). We used 90 monthly time-series datasets for each variable. The constant coefficient \( x \) and the slope coefficient, \( \beta \), with \( t \)-statistics values (in parentheses), are presented. There were 90 monthly time-series datasets for the period from 10 January 2000 to 11 June 2007, not only for realized volatility but also for each independent variable. We estimated realized volatility by using 5-min interval KOSPI 200 index data. We estimated 30-day historical volatility by using 5-min interval KOSPI 200 index data including option prices between 14:50 hours on the observed date and 14:50 hours 30 days ago. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. Adjusted \( R^2 \) indicates the portion of the total variation explained by a set of independent variables. We reported \( F \)-statistics to test the joint hypothesis that \( x = 0 \) and \( \beta = 1 \) and \( p \)-values.

<table>
<thead>
<tr>
<th>Volatility</th>
<th>( x )</th>
<th>( \beta )</th>
<th>Adjusted ( R^2 )</th>
<th>( F )-statistic</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>30D HV</td>
<td>0.0757 (3.4558)</td>
<td>0.7523 (3.2636)</td>
<td>0.5249</td>
<td>5.9874</td>
<td>0.0037</td>
</tr>
<tr>
<td>60D HV</td>
<td>0.0596 (2.6161)</td>
<td>0.7829 (2.8252)</td>
<td>0.5389</td>
<td>3.9924</td>
<td>0.0219</td>
</tr>
<tr>
<td>90D HV</td>
<td>0.0555 (2.3133)</td>
<td>0.7814 (2.7468)</td>
<td>0.5203</td>
<td>4.0512</td>
<td>0.0208</td>
</tr>
<tr>
<td>180D HV</td>
<td>0.0289 (1.1787)</td>
<td>0.8576 (1.7697)</td>
<td>0.5614</td>
<td>2.7122</td>
<td>0.0720</td>
</tr>
<tr>
<td>365D HV</td>
<td>0.0030 (0.1012)</td>
<td>0.9170 (0.9469)</td>
<td>0.5523</td>
<td>4.1346</td>
<td>0.0193</td>
</tr>
</tbody>
</table>

### Table 5 Variance inflation factor (VIF)

The VIF test, which examines the degree of multicollinearity between an implied volatility and a historical volatility, is presented: \( VIF = \frac{1}{1-R^2_j} \), where \( R^2_j \) is the coefficient of determination of a regression of explanatory \( j \) on the other explanatory. We used 90 monthly time-series datasets for 30-day historical volatility (30D HV), 60-day historical volatility (60D HV), 90-day historical volatility (90D HV), 180-day historical volatility (180D HV), 365-day historical volatility (365D HV), Black–Scholes implied volatility (BSV), Heston’s (1993) implied volatility (SV), the MFIV (MFV), and the VKOSPI for the period from 10 January 2000 to 11 June 2007. The left (right) number in each cell presents a VIF result when the coefficient of determination of a regression of an implied volatility (a historical volatility) on a historical volatility (an implied volatility) is applied.

<table>
<thead>
<tr>
<th>Volatility</th>
<th>BSV</th>
<th>SV</th>
<th>MFV</th>
<th>VKOSPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>30D HV</td>
<td>3.66/4.96</td>
<td>1.60/1.99</td>
<td>2.22/3.56</td>
<td>2.02/3.09</td>
</tr>
<tr>
<td>60D HV</td>
<td>4.49/5.38</td>
<td>2.90/2.29</td>
<td>2.59/3.72</td>
<td>2.29/3.14</td>
</tr>
<tr>
<td>90D HV</td>
<td>4.51/5.10</td>
<td>1.92/2.00</td>
<td>2.76/3.73</td>
<td>2.45/3.16</td>
</tr>
<tr>
<td>180D HV</td>
<td>4.41/4.35</td>
<td>1.91/1.74</td>
<td>2.99/3.52</td>
<td>2.83/3.18</td>
</tr>
<tr>
<td>365D HV</td>
<td>3.28/2.67</td>
<td>1.87/1.40</td>
<td>2.54/2.47</td>
<td>2.62/2.42</td>
</tr>
</tbody>
</table>
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widely used for testing whether a multicollinearity problem exists in a multiple regression model:

$$VIF = \frac{1}{1 - R^2_j},$$

(13)

where $R^2_j$ is the coefficient of determination of a regression of explanator $j$ on all the other explanators. Generally, VIF of 5 and above indicates a multicollinearity problem. Table 5 shows that multicollinearity between an implied volatility and a historical volatility does not lead to a statistical problem and implies that informational efficiency tests using equation (12) are effective.

Table 6 shows the regression results for the forecasting performance of Black–Scholes implied volatility and historical volatility for future realized volatility. To estimate historical volatility, we considered five time periods: 30 days, 60 days, 90 days, 180 days, and 365 days. We estimated each historical volatility using 5-min interval data for each time period. As shown in Table 6, the longer the estimation period for historical volatility, the better the historical volatility was at forecasting realized volatility. When we applied 30-day historical volatility, $\beta$ was 0.6099, and $\gamma$ was 0.2245; for 365-day historical volatility, $\beta$ decreased to 0.5047, and $\gamma$ increased to 0.4259. To calculate the standard error of each coefficient, we adopted the

<table>
<thead>
<tr>
<th>HV</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>Adjusted $R^2$</th>
<th>F-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>30D HV</td>
<td>0.0347 (1.5584)</td>
<td>0.6099 (1.9411)</td>
<td>0.2245 (1.0738)</td>
<td>0.5799</td>
<td>4.7598</td>
<td>0.0041</td>
</tr>
<tr>
<td>60D HV</td>
<td>0.0309 (1.3551)</td>
<td>0.6132 (1.5680)</td>
<td>0.2273 (0.9919)</td>
<td>0.5789</td>
<td>4.6734</td>
<td>0.0045</td>
</tr>
<tr>
<td>90D HV</td>
<td>0.0289 (1.2765)</td>
<td>0.6549 (1.2190)</td>
<td>0.1859 (0.7431)</td>
<td>0.5760</td>
<td>4.4539</td>
<td>0.0059</td>
</tr>
<tr>
<td>180D HV</td>
<td>0.0179 (0.8224)</td>
<td>0.5027 (2.2810)</td>
<td>0.3762 (1.7344)</td>
<td>0.5950</td>
<td>5.9879</td>
<td>0.0009</td>
</tr>
<tr>
<td>365D HV</td>
<td>-0.0013 (-0.0511)</td>
<td>0.5047 (2.3783)</td>
<td>0.4259 (1.8072)</td>
<td>0.6087</td>
<td>7.1915</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

Table 6 Forecasting regression with Black–Scholes implied volatility and historical volatility

The regression results for realized volatility when Black–Scholes implied volatility and historical volatility were used as independent variables are presented: $\sigma_R(t) = \alpha + \beta \cdot \sigma_I(t) + \gamma \cdot \sigma_H(t) + \epsilon(t)$, where $\sigma_R(t)$, $\sigma_I(t)$, and $\sigma_H(t)$ are realized volatility, implied volatility, and historical volatility, respectively, at time $t$. The constant coefficient $\alpha$ and the slope coefficients $\beta$ and $\gamma$, with t-statistics values whose null hypotheses are $\alpha = 0$, $\beta = 1$, and $\gamma = 0$, respectively (in parentheses), are presented. There were 90 monthly time-series datasets for the period from 10 January 2000 to 11 June 2007, not only for realized volatility but also for the independent variables. We selected options with 30 days to maturity to calculate Black–Scholes implied volatility. We followed four principles to filter the data for the empirical analysis. First, we selected the latest transacted options data before 14.50 hours for each day during the sample period. Second, if there is more than one transaction data for each day, only one data is used. Third, we excluded those options whose price was below 0.02. Fourth, we excluded those options that did not meet the arbitrage restriction. We estimated realized volatility using 5-min interval KOSPI 200 index data. We estimated 30-day historical volatility (30D HV) using 5-min interval KOSPI 200 index data including option prices between 14.50 hours on the observed date and 14.50 hours 30 days ago. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. We used F-statistics to test the joint hypothesis that $\alpha = 0$, $\beta = 1$, and $\gamma = 0$. The constant coefficient $\alpha$ and the slope coefficients $\beta$ and $\gamma$, with t-statistics values whose null hypotheses are $\alpha = 0$, $\beta = 1$, and $\gamma = 0$, respectively (in parentheses), are presented. There were 90 monthly time-series datasets for the period from 10 January 2000 to 11 June 2007, not only for realized volatility but also for the independent variables. We selected options with 30 days to maturity to calculate Black–Scholes implied volatility. We followed four principles to filter the data for the empirical analysis. First, we selected the latest transacted options data before 14.50 hours for each day during the sample period. Second, if there is more than one transaction data for each day, only one data is used. Third, we excluded those options whose price was below 0.02. Fourth, we excluded those options that did not meet the arbitrage restriction. We estimated realized volatility using 5-min interval KOSPI 200 index data. We estimated 30-day historical volatility (30D HV) using 5-min interval KOSPI 200 index data including option prices between 14.50 hours on the observed date and 14.50 hours 30 days ago. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. We used F-statistics to test the joint hypothesis that $\alpha = 0$, $\beta = 1$, and $\gamma = 0$.
Newey–West corrected standard error to correct the effects of correlation and heteroskedasticity in the error terms. As a result, the t-statistic reported in Table 6 is obtained from the value of a coefficient divided by the Newey–West corrected standard error. All t-statistics on coefficients in Table 6–9 are calculated in the same way. The fact that the coefficient of historical volatility, $c$, was not statistically zero suggests that option prices are informationally inefficient in forecasting future volatility. It can be interpreted that a model deriving implied volatility from option prices is not appropriate.

Table 7 shows the regression results for the forecasting performance of Heston’s (1993) implied volatility and historical volatility for future realized volatility. Compared with the results presented in Table 3, the t-statistic on Heston’s (1993) implied volatility is much bigger. Because the null hypothesis of this t-statistic is $\beta = 1$, the bigger t-statistic on Heston’s (1993) implied volatility in Table 5 implies that Heston’s (1993) implied volatility explains the future realized volatility less when a historical volatility is added as an independent variable. This is because a historical volatility plays a partial role of what an implied volatility alone used to do. However, when we used 60- or 90-day historical volatility as historical volatility in the regression, the F-statistics did not reject the informational efficiency of Heston’s (1993) implied volatility at the 95% confidence level. In other words, Heston’s (1993) implied volatility reflected the information contained in past data.

**Table 7** Forecasting regression with Heston’s (1993) implied volatility and historical volatility

The regression results for realized volatility when Heston’s (1993) implied volatility and historical volatility were used as independent variables are presented: $\sigma_R(t) = \alpha + \beta \cdot \sigma_I(t) + \gamma \cdot \sigma_H(t) + \epsilon(t)$, where $\sigma_R(t)$, $\sigma_I(t)$, and $\sigma_H(t)$ are realized volatility, implied volatility, and historical volatility, respectively, at time $t$. The constant coefficient $\alpha$ and the slope coefficients $\beta$ and $\gamma$, with t-statistic values whose null hypotheses are $\alpha = 0$, $\beta = 1$, and $\gamma = 0$, respectively (in parentheses), are presented. There were 90 monthly time-series datasets for the period from 10 January 2000 to 11 June 2007, not only for realized volatility but also for the independent variables. We selected options with 30 days to maturity to calculate Heston’s (1993) implied volatility. We followed four principles to filter the data for the empirical analysis. First, we selected the latest transacted options data before 14:50 hours for each day during the sample period. Second, if there is more than one transaction data for each day, only one data is used. Third, we excluded those options whose price was below 0.02. Fourth, we excluded those options that did not meet the arbitrage restriction. We estimated realized volatility using 5-min interval KOSPI 200 index data. We estimated 30-day historical volatility (30D HV) using 5-min interval KOSPI 200 index data including option prices between 14:50 hours on the observed date and 14:50 hours 30 days ago. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. We used F-statistics to test the joint hypothesis that $\alpha = 0$, $\beta = 1$, and $\gamma = 0$.

<table>
<thead>
<tr>
<th>HV</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>Adjusted $R^2$</th>
<th>DW</th>
<th>F-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>30D HV</td>
<td>0.0001 (0.0048)</td>
<td>0.7458 (1.7800)</td>
<td>0.2545 (1.6968)</td>
<td>0.7378</td>
<td>1.8573</td>
<td>3.6131</td>
<td>0.0164</td>
</tr>
<tr>
<td>60D HV</td>
<td>0.0069 (0.0553)</td>
<td>0.7598 (1.5478)</td>
<td>0.2283 (1.4321)</td>
<td>0.7274</td>
<td>1.6664</td>
<td>2.3858</td>
<td>0.0747</td>
</tr>
<tr>
<td>90D HV</td>
<td>0.0035 (−0.2079)</td>
<td>0.7635 (1.6807)</td>
<td>0.2354 (1.5748)</td>
<td>0.7300</td>
<td>1.6232</td>
<td>2.6849</td>
<td>0.0516</td>
</tr>
<tr>
<td>180D HV</td>
<td>0.0180 (−1.0785)</td>
<td>0.7053 (2.7604)</td>
<td>0.3372 (2.8729)</td>
<td>0.7507</td>
<td>1.5939</td>
<td>5.2887</td>
<td>0.0021</td>
</tr>
<tr>
<td>365D HV</td>
<td>0.0330 (−1.5538)</td>
<td>0.7063 (3.2144)</td>
<td>0.3754 (3.0481)</td>
<td>0.7571</td>
<td>1.6044</td>
<td>6.6180</td>
<td>0.0003</td>
</tr>
</tbody>
</table>
Four principles to filter the data for the empirical analysis. First, we selected the latest transacted options data before 14.50 hours for each day during the sample period. Second, if there is more than one transaction data for each day, only one data is used. Third, we excluded those options whose price was below 0.02. Fourth, we excluded those options that did not meet the arbitrage restriction. We estimated realized volatility using 5-min interval KOSPI 200 index data. We estimated 30-day historical volatility (30D HV) using 5-min interval KOSPI 200 index data including option prices between 14.50 hours on the observed date and 14.50 hours 30 days ago. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. We used 14.50 hours 30 days ago. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. We used

\[
\sigma_r(t) = \alpha + \beta \cdot \sigma_i(t) + \gamma \cdot \sigma_H(t) + \epsilon(t),
\]

where \(\sigma_r(t)\), \(\sigma_i(t)\), and \(\sigma_H(t)\) are realized volatility, implied volatility, and historical volatility, respectively, at time \(t\). The constant coefficient \(\alpha\) and the slope coefficients \(\beta\) and \(\gamma\), with t-statistic values whose null hypotheses are \(\alpha = 0, \beta = 1, \text{ and } \gamma = 0\), respectively (in parentheses), are presented. There were 90 monthly time-series datasets for the period from 10 January 2000 to 11 June 2007, not only for realized volatility but also for the independent variables. We selected options with 30 days to maturity to calculate the MFIV. We followed four principles to filter the data for the empirical analysis. First, we selected the latest transacted options data before 14.50 hours for each day during the sample period. Second, if there is more than one transaction data for each day, only one data is used. Third, we excluded those options whose price was below 0.02. Fourth, we excluded those options that did not meet the arbitrage restriction. We estimated realized volatility using 5-min interval KOSPI 200 index data. We estimated 30-day historical volatility (30D HV) using 5-min interval KOSPI 200 index data, including option prices between 14.50 hours on the observed date and 14.50 hours 30 days ago. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. We used

\[
\text{Adjusted } R^2, \quad F\text{-statistic}, \quad p\text{-value}
\]

**Table 8** Forecasting regression with model-free implied volatility and historical volatility

The regression results for realized volatility when the MFIV and historical volatility were used as the independent variables are presented:

\[
\sigma_r(t) = \alpha + \beta \cdot \sigma_i(t) + \gamma \cdot \sigma_H(t) + \epsilon(t),
\]

where \(\sigma_r(t)\), \(\sigma_i(t)\), and \(\sigma_H(t)\) are realized volatility, implied volatility, and historical volatility, respectively, at time \(t\). The constant coefficient \(\alpha\) and the slope coefficients \(\beta\) and \(\gamma\), with t-statistic values whose null hypotheses are \(\alpha = 0, \beta = 1, \text{ and } \gamma = 0\), respectively (in parentheses), are presented. There were 90 monthly time-series datasets for the period from 10 January 2000 to 11 June 2007, not only for realized volatility but also for the independent variables. We selected options with 30 days to maturity to calculate the MFIV. We followed four principles to filter the data for the empirical analysis. First, we selected the latest transacted options data before 14.50 hours for each day during the sample period. Second, if there is more than one transaction data for each day, only one data is used. Third, we excluded those options whose price was below 0.02. Fourth, we excluded those options that did not meet the arbitrage restriction. We estimated realized volatility using 5-min interval KOSPI 200 index data. We estimated 30-day historical volatility (30D HV) using 5-min interval KOSPI 200 index data, including option prices between 14.50 hours on the observed date and 14.50 hours 30 days ago. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. We used

\[
\text{Adjusted } R^2, \quad F\text{-statistic}, \quad p\text{-value}
\]

**Table 9** Forecasting regression with VKOSPI and historical volatility

The regression results for realized volatility when VKOSPI and historical volatility were used as the independent variables are presented:

\[
\sigma_r(t) = \alpha + \beta \cdot \sigma_i(t) + \gamma \cdot \sigma_H(t) + \epsilon(t),
\]

where \(\sigma_r(t)\), \(\sigma_i(t)\), and \(\sigma_H(t)\) are realized volatility, implied volatility, and historical volatility, respectively, at time \(t\). The constant coefficient \(\alpha\) and the slope coefficients \(\beta\) and \(\gamma\), with t-statistic values whose null hypotheses are \(\alpha = 0, \beta = 1, \text{ and } \gamma = 0\), respectively (in parentheses), are presented. There were 90 monthly time-series datasets for the period from 10 January 2000 to 11 June 2007, not only for realized volatility but also for the independent variables. We selected options with 30 days to maturity to calculate the MFIV. We followed four principles to filter the data for the empirical analysis. First, we selected the latest transacted options data before 14.50 hours for each day during the sample period. Second, if there is more than one transaction data for each day, only one data is used. Third, we excluded those options whose price was below 0.02. Fourth, we excluded those options that did not meet the arbitrage restriction. We estimated realized volatility using 5-min interval KOSPI 200 index data. We estimated 30-day historical volatility (30D HV) using 5-min interval KOSPI 200 index data, including option prices between 14.50 hours on the observed date and 14.50 hours 30 days ago. If the sample day was a holiday, then we used 1 business day prior to that day. We estimated 60-, 90-, 180-, and 365-day historical volatility in the same way. We used

\[
\text{Adjusted } R^2, \quad DW, \quad F\text{-statistic}, \quad p\text{-Value}
\]
and, as a result, it was informationally efficient in forecasting future volatility. However, when we applied 180-day historical volatility (i.e. more information), Heston’s (1993) implied volatility was no longer informationally efficient. The fact that the p-value (0.0021) was less than 1% indicates that the informational efficiency of Heston’s (1993) implied volatility was rejected at the 99% confidence level. Consistent with the results in Table 6, historical volatility played a more important role as the estimation period increased. When we applied 30-day historical volatility, β was 0.7458, and γ was 0.2545; for 365-day historical volatility, β decreased to 0.7068, and γ increased to 0.3754.

Table 8 shows the regression results for the forecasting performance of the MFIV and historical volatility for future realized volatility. Unlike the results in Table 7, the F-statistic results presented in Table 8 indicate that MFIV was an informationally inefficient estimator for future volatility regardless of the length of data period for estimating historical volatility. Furthermore, the MFIV (as indicated by the results in Table 8) was not superior to Black–Scholes implied volatility (as indicated by the results in Table 6) in terms of informational efficiency. Even if the $R^2$ values in Table 8 are generally higher than those in Table 6, historical volatility accounted for most of these differences. The fact that the historical volatility in Table 8 contributed more than that in Table 6 indicates that the MFIV was informationally less efficient than Black–Scholes implied volatility.

Table 9 shows the regression results for the forecasting performance of VKOSPI and historical volatility for future realized volatility. Consistent with the results in Tables 6–8, the longer the estimation period for historical volatility, the better the historical volatility was at forecasting realized volatility. In particular, the coefficient for historical volatility was higher than that for VKOSPI when 180- or 365-day historical volatility was applied. This indicates that VKOSPI was inferior to Black–Scholes implied volatility in terms of informational efficiency in forecasting future volatility.

In sum, when we employed implied volatility and historical volatility as the independent variables for the regression for future volatility, Heston’s (1993) implied volatility was the most informationally efficient estimator of future volatility. Although this efficiency was observed only for 60- or 90-day historical volatility, compared with Heston’s (1993) implied volatility, other implied volatility measures did not show much informational efficiency. This provides strong evidence that Heston’s (1993) implied volatility dominates other implied volatility measures in forecasting future volatility.

5. Conclusions

Previous studies have typically assessed the forecasting performance of Black–Scholes implied volatility for future realized volatility. It has been empirically demonstrated that Black–Scholes implied volatility is a biased estimator of future realized volatility, although it is generally better than historical volatility or GARCH in
terms of forecasting performance. By assuming that option prices are unbiased, we looked for a better way to derive implied volatility from option prices.

We compared four implied volatility measures, including Black–Scholes implied volatility. First, we selected Heston’s (1993) implied volatility because it best addresses the problems associated with the Black–Scholes model for pricing and hedging options, and therefore, we expected it to reduce the forecast bias associated with the Black–Scholes model. Second, we selected the MFIV as an alternative model for testing forecasting performance for future volatility because some recent papers have shown that the forecasting performance of the MFIV is superior to that of Black–Scholes implied volatility. Such papers have attributed the superiority of the MFIV to the fact that a test of the MFIV is a direct test of market efficiency, whereas a test of other implied volatility measures is a joint test of market efficiency and model stability. Finally, we adopted VKOSPI as an alternative measure because it has attracted considerable interest not only from practitioners but also from researchers. In addition, because the discrete version of VKOSPI is, by definition, the expected risk-neutral value of realized volatility, we expected it to be a good estimator of future realized volatility.

According to the results of this empirical study, among the four implied volatility measures, Heston’s (1993) implied volatility was the best, and was a statistically unbiased estimator of future realized volatility. This is important in that option prices may not be biased for forecasting future volatility if an appropriate model is applied. Furthermore, Heston’s (1993) implied volatility was an informationally efficient estimator of future volatility. This suggests that the flexible assumptions in Heston’s model, such as non-zero market prices of volatility risk and non-zero correlation between innovations to the level and volatility of the underlying asset, can address the empirical deficiency of the Black–Scholes model.

However, the MFIV and VKOSPI did not reduce the bias associated with Black–Scholes implied volatility. Inconsistent with some recent papers suggesting the superiority of the MFIV over Black–Scholes implied volatility, the present study shows that the forecasting performance of the MFIV was as weak as that of Black–Scholes implied volatility. These results suggest that creating artificial option prices, which are required for implementing the MFIV, can lead to a bias even if the MFIV does not suffer from a model-specific bias. If the bias from creating artificial option prices exceeds the model-specific bias, then the forecasting performance of the MFIV may be inferior to that of any other model-oriented implied volatility measure. VKOSPI also failed to overcome Black–Scholes implied volatility in forecasting future volatility. This suggests that the MFIV and VKOSPI, which make the same assumption about the movement of the underlying asset, cannot outdo each other even if the procedure for deriving the implied volatility from option prices is different.

A jump factor can be significant in a short-term option market. Therefore, it could be interesting and valuable to check in the future whether the jump factor contributes to the future realized volatility forecast performance when it is included in Heston’s (1993) model.
References


